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Legal Disclaimer
Information in this document is provided in connection with Intel® products. No license, express or 
implied, by estoppels or otherwise, to any intellectual property rights is granted by this document. 
Except as provided in Intel's Terms and Conditions of Sale for such products, Intel assumes no liability 
whatsoever, and Intel disclaims any express or implied warranty, relating to sale and/or use of Intel® 
products including liability or warranties relating to fitness for a particular purpose, merchantability, or 
infringement of any patent, copyright or other intellectual property right. Intel products are not 
intended for use in medical, life saving, or life sustaining applications. 
Intel may make changes to specifications and product descriptions at any time, without notice.

Designers must not rely on the absence or characteristics of any features or instructions marked 
"reserved" or "undefined." Intel reserves these for future definition and shall have no responsibility 
whatsoever for conflicts or incompatibilities arising from future changes to them.

Intel processors and chipsets may contain design defects or errors known as errata which may cause 
the product to deviate from published specifications. Current characterized errata are available on 
request.

This document contains information on products in the design phase of development. The information 
here is subject to change without notice. Do not finalize a design with this information.

Intel, Intel Xeon, Intel Itanium, and Intel Netburst are trademarks or registered trademarks of Intel 
Corporation or its subsidiaries in the United States or other countries. 

Copyright © 2009, Intel Corporation  

*Other brands and names may be claimed as the property of others.`
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Moore’s Law … 
Alive and Well in the Data Center

2002

•3.7 TFlops

•25 racks

•512 Servers

•90 m2

•128 kW

2007

• 3.7 TFlops

• 1 rack

• 53 Servers

• 4 m2

• 21 kW

Where would YOU rather be?
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But what does this mean to our 
HPC challenges?

2010

• 6 TFlops

• 1 rack

• 64 Servers

• 4 m2

• 30 kW

As we have commoditized the 
server, we have un-commoditized 
the data center.

This is NOT a “crisis”, instead it’s 
an opportunity to differentiate.

Those who apply the right 
planning and engineering will 
prosper, those who do not will 
suffer.

Good engineering will allow 
higher density, lower TCO, and 
more space for more compute
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Extrapolations can be fun, but 
dangerous!

An Exascale machine will take 120-150 MW unless we do 
something different, Intel currently working this challenge
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A back of the envelope calculation.. (in 

other words not an Intel projection…but more a thought experiment)

kW 128

teraflops 3.7
 2002 

kW 21

teraflops 3.7
  2008

kW 521

petaflop 1
  2010

So at 0.10 CHF per kW-hr and a PUE of 2.0 the 
system will cost 900,000 CHF per year to run. 

Each 0.1 reduction in PUE saves 45,000 CHF every year!
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How to succeed going forward?

Plan

•New vs Existing

•Site constraints

•Air vs Water

•The right CPUs

Manage

•Cooling 
management

•Remove old 
servers

•Server Power 
Management

Measure

•PUE

•Performance per 
Watt

•Server 
Instrumentation
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Nehalem EX   

CPU Bound

Memory Bandwidth

Memory Capacity

Westmere EP

Cost Sensitive

Technology to meet the HPC 
Challenges  
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2010

Performance 
Refresh

1:1

5 racks of 
Intel® Xeon® 5600 

Based Servers

Up to 5x 
Performance

10% Annual 

Energy Costs 
Estimated Reduction

2010

Efficiency 
Refresh

1:1

15 racks of 
Intel® Xeon® 5600 

Based Servers

Up to 15x 
Performance

8% Annual Energy 

Costs Estimated 
Reduction

2006

EP Server Refresh: 2010
Increasing your performance while decreasing your Energy cost 

Source: Intel estimates as of Jan 2010. Performance comparison using SPECjbb2005 bops (business operations per second). Results have been estimated based on internal Intel analysis and are 
provided for informational purposes only. Any difference in system hardware or software design or configuration may affect actual performance. For detailed calculations, configurations and 
assumptions refer to the legal information slide in backup. 

2005

15 racks of 
Intel® Xeon®

Single Core Servers

5 racks of 
Intel® Xeon®

Dual Core Servers
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2010

Performance 
Refresh

1:1

100 
Intel® Xeon®

7500 Based 
Servers

Estimated
Up to 

20x 
Performance

Server Refresh Benefits
(Single Core)

Source: Intel estimates as of February 2010. Performance comparison using internal workload. Results have been estimated based on internal Intel analysis and are provided for informational 
purposes only. Any difference in system hardware or software design or configuration may affect actual performance. For detailed calculations, configurations and assumptions refer to the legal 
information slide in backup. 

2005

100 
Intel® Xeon®

Single Core 
4-socket 
Servers
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ASHRAE Roadmap for Density
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But we are heading for liquid cooling, 
aren’t we?

•Only maybe…

•Consider what we are 
liquid-cooling? Rack, 
server, component?

•Consider TCO

–Different answer for 
different sites
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Typical Platform Power Distribution-HPC

31%

22%

26%

11%

3%
5%

2% 1% CPUs

Planar & VRs

Memory

PSUs

Fans

HDD

PCI+GFX

Peripherals
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Cooling overhead by technology
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Scientific Research Computing Facility
Stanford University

Chiller-less data center, 
Cooling overhead – 6%
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Cooling Limit very rough estimates +/-

Cooling Architecture Limits Comments

Open data center 4 kW Least efficienct

Hot aisle/cold aisle 8-12 kW Reguires specific layouts for higher 
end

Cold aisle containment 30 kW Best for legacy DCs

Hot aisle containment or chimney 
cabinets

30 kW Best for new construction

Liquid cooled rack enclosure 35 kW Ideal for legacy DCs with limited 
airflow

Liquid rear doors 15-30 kW Can make rack room-nuetral

In row coolers 20-35 kW Space implications but rack 
independent

Close coupled coolers 10-25 kW Overhead has space advantages

CPU liquid cooling 80 kW Caution! must we cool the rest with 
air?

Integrated liquid cooling 100 kW Benefits in Interconnect
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How to succeed going forward?

Plan

•New vs Existing

•Site constraints

•Air vs Water

•The right CPUs

Manage

•Cooling 
management

•Remove old 
servers

•Server Power 
Management

Measure

•PUE

•Performance per 
Watt

•Server 
Instrumentation
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Data Center Efficiency

–Expressed as Power Usage Effectiveness 
(PUE)

–Ideal PUE = 1.0

–Typical data center today = 2.0 3.0+

–Best Practices ~1.5

–World Class ~1.2-1.3

PUE = 
Total Facility Power

IT Equipment Power
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EPA Energy Star for Data Centers 
first years results….

PUE

Average PUE = 1.91

PUE Range: 1.25 to 3.75



27
* Other names and brands may be claimed as the property of others. Copyright © 2010, Intel Corporation.

What to do? State of the art needed 
today for better PUEs

• Cooling

– Airflow management

– Liquid cooled racks or rear 
doors

– Close-coupled cooling

– Economizers
– Air, water, evaporative

– ASHRAE Extended 
Envelope*
– 18-27C

– 5.5-15C dewpoint

– Airflow management

• Power

– High efficiency power 
architecture, primarily 
spend the money for better 
components

– Climate Savers Computing 
Initiative

– 208Vac or 230Vac

– 480/277 only in the very 
high end

– Smart UPS (only on what 
you need)

– DC power and HPC don’t 
align due to limited UPS use

It’s really all about 
good engineering! *http://tc99.ashraetcs.org/documents/

ASHRAE_Extended_Environmental_Env
elope_Final_Aug_1_2008.pdf



28

Typical DC & control strategies
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CRAH/CRAC Set-Point Location
(from a recent Liebert DCUG survey)
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CRAH/CRAC Set-Point Values ⁰F
(from a recent Liebert DCUG survey)
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Instrumentation
Data sources

Server Instrumentation:  Your 
System Efficiency Control Panel
• Instrumentation allows a 

device to report data about 
itself and provides ability to 
toggle control

• Server instrumentation 
today controls:

– System power

– Temperature

– P & T states

– Variable speed tachometer

– Perf counters, ACPI, OSPM, 
and more

Instrumentation Provides Data Foundation 
For Server Management
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Logical Controls Architecture
Chilled Water Valve Position = f(Tlo)

Rack
CRAH

Thi

Tlo Chilled 
Water
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Logical Controls Architecture
CRAH Fan Speed = f(Thi - Tlo)

Rack
CRAH

Thi

Tlo

DT
Fan 

Speed
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Ideal airflow with minimal recirculation

>75%% Fan Energy Savings 
in our test case evaluation 

The HPC Take-Away is the 
instrumentation is there, let’s use it
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•The Green Grid is working on Performance per Watt metrics

•Current Activity with Pacific Northwest National Labs – HPC focus

•Explore Intel’s Energy Checker
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How to succeed going forward?

Plan

•New vs Existing

•Site constraints

•Air vs Water

•The right CPUs

Manage

•Cooling 
management

•Remove old 
servers

•Server Power 
Management

Measure

•PUE

•Performance per 
Watt

•Server 
Instrumentation
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Why is Hot/Cold Air Segregation 
Important?

ANCIS CFD

Open Semi-Enclosed Enclosed
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Intel’s SC4 retrofit; cold aisle 
containment

14 - 22 kW Racks

6000 w/sq m of raised floor
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State-of-the-art air-flow management

• Best for new construction

• Very efficient when combined 
with economizer

• Self balancing, low fan energy

cold 
aisle

inside 
the hot 
aisle

over-head plenum 
return

hot aisle 
enclosure

• Entire space 
becomes the 
cold aisle

• Raised floor 
optional



40

Chimney Cabinets

• Variant of 
hot aisle 
enclosures

• Works w/ or 
w/o raised 
floor
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Liquid Cooled 30kW racks

Encanto, New Mexico’s Cluster
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Air-cooled 30kW cabinets 
w/ chimney cabinets

Air or Water? Doesn’t really matter
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Liquid Cooled Racks

• Many shapes and sizes

• Applicable in retrofit data 
centers as well as new

• Ideal for extending 
legacy DCs where there 
is cooling, but limited 
airflow
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NCAR-Wyoming Supercomputing Center

Graphic courtesy of H+L Architects & NCAR

http://www.nsf.gov/
http://www.ucar.edu/
http://www.ncar.ucar.edu/


45

Design by Rumsey Engineers, Inc.

NWSC Cooling Plan
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Intel’s Commitment to 
Instrumentation
• Intel has been delivering and extending instrumentation in its 

processors and chipsets for years

• With Nehalem-EP, Intel is delivering capabilities that work with other 
component level instrumentation to extend instrumentation to the 
platform and data center

Capability Intel Delivers

Power Reporting Node Manager

Power Capping Node Manager

Console 
Management

Data Center Manager

Simplified 
Management

Data Center 
Management Interface

Delivering Instrumentation Capabilities 
That Address Data Center Issues

Instrumentation
Data sources
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Introducing Intel Dynamic Node Manager:  
Streamlined Server Instrumentation

• Improves rack density 

• Increases performance density

• Delivers load balancing improvements

• Leads to higher availability and TCO

• Streamlines instrumentation design delivery

• Works with server hardware, BIOS, and OS to report and 
cap system power

• System budgets, specified by external management agent, are 
communicated over standard interface and can be updated real time

• Available on Intel next generation server platforms Nehalem-EP

Hardware and Software Solution 
Delivered on System Processor
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Planning for the future.  State of the art needed 
tomorrow to maintain affordability

• Cooling

– Depends on the density 
split (<40kW, >60kW)

– Airflow management

– Liquid cooled racks

– Economizers
– Air, water, evaporative

– ASHRAE Extended 
Envelope
– 18-27C

– 5.5-15C dewpoint

– Smarter controls, 
adaptable cooling

• Power

– Purpose built power 
architecture

– More 480/277Vac

– 208Vac or 230Vac still an 
option

– Smart UPS (only on what 
you need)

– DC power and HPC don’t 
align due to limited UPS use

It’s still really all about 
good engineering!
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How to succeed going forward?

Plan

•New vs Existing

•Site constraints

•Air vs Water

•The right CPUs

Manage

•Cooling 
management

•Remove old 
servers

•Server Power 
Management

Measure

•PUE

•Performance per 
Watt

•Server 
Instrumentation



50

Thank You!        Questions?
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back-up
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Economizer resources
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2008 ASHRAE Environmental 
Guidelines

High Limit Low Limit

Temperature 27C (80.6F) 18C (64.4F)

Humidity Lower of 60% 
RH or 15C 
dewpoint

5.5C dewpoint

Opportunities for expanded temperature and 
humidity operation of data centers to allow less 
energy use in the cooling system; lowering PUE
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